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Assignment 2 – Regression using Scikit-learn 
Student Name: David Bohan      Student ID: 20436904     Programme: 4BCT 

Algorithm 1 – Decision Tree Regression 
The Decision Tree Regression algorithm is a commonly used Machine Learning model, capable of accepting 
both numerical and categorical independent variables, which can be used to predict continuous dependent 
target values. The model maps input data into a tree-shaped structure, consisting of a root node, branches, 
internal nodes, and leaf nodes. It is non-parametric in nature, meaning it makes no assumptions about the 
relationships or structure of the underlying data. However, Decision trees do have drawbacks, including the 
tendency to overfit to noise in the data, high variance leading to instability with small data variations, and low 
bias in complex trees.  

Detailed Description - See Figures [1], [2]. 

A decision tree works by recursively splitting featured data based on logical conditions. This divides or classifies 
the entered data into smaller sub-sets based on the features of the data. The splitting process will continue to 
occur until the data meets a stopping condition, ie. it has hit the maximum depth of the tree (arriving at a 
leaf/terminal node) or if the node is pure, meaning it contains data from only one specific class instance. When 
a new data item is introduced, it will traverse the tree.  

Regression Trees are more complex than classification trees. Lets say we have a scatter plot which represents 
two independent variables X1 and X2. The dependent variable is called Y (third dimension). Lets focus on X1 and 
X2 to see how our decision tree will be created.  

We need to compute the optimal splits for our decision tree. In Decision Tree Regression, we need to calculate 
which split is decreasing the impurity of the child nodes the most. For that, we need to compute variance 
reduction. This is a major difference from classification Decision Trees, where impurity is measured by entropy 
or gini index.  A higher value of variance means a higher impurity. To compute the variance reduction, we just 
subtract the combined variance of the child nodes from the parent node. The weights are the relative size of the 
child with respect to the parent. Variance reduction typically gets smaller as we move down the Decision Tree. 
The machine learning model will calculate the variance reduction for every possible split and selects the best 
one, which happens recursively unless we have reached our desired depth.  

To predict the continuous-valued output of Y for a new observation that gets added to our dataset, we take the 
average value of Y of the data points in the terminal leafs, and that will be the value that will assigned to any 
new value that falls in this terminal leaf. This is known as the mean value. It is very straightforward. Even though 
this is a regression, we end up dividing the feature space into several distinct regions, which is very different to 
other regression techniques.  

Why I choose this algorithm. 

Decision Trees are a powerful tool for regression. They allow for the simplification of complex relationships 
between independent variables and dependent target values in a way that is easy to read and comprehend by 
humans. The tree structure is intuitive and allows for visualization. Its non-parametric nature allows for 
prediction of numerical data. Finally, by controlling the depth of the tree we reduce the model’s sensitivity to 
outliers. 

Hyperparameter Details for Tuning. 

Max Depth: This refers to the maximum distance between a root node and a leaf node. It is important to tune 
this hyperparameter due to the tendency for Decision Trees to over-fit data. 

Min Samples Leaf: This hyperparameter defines the minimum number of samples required to be at a leaf 
node. Helps in model smoothing and prevents prevents overly complex models that can cause overfitting. 
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Algorithm 2 – Support Vector Regression 
Support Vector Machines (SVMs) are a popular type of machine learning algorithm, which are predominately 
used in data classification, but can also be extended to regression purposes. Support Vector Regression models 
are used when approximating the relationship between input variables and a continuous-valued output, with a 
minimal prediction error. This involves turning the input variables into a high-dimensional feature space and 
finding a hyperplane the optimises both margin (between the hyperplane and the nearest data points) and 
minimises prediction error. They can be used to solve non-linear problems by utilising the Kernel Trick, allowing 
SVMs to fit a variety of data distribution such as radial, polynomial and many others. They are not easily 
interpretable due to the complexity of the underlying algorithm. 

Detailed Description - See Figure [3]. 

Support Vector Regression is a generalisation of the SVM classification problem. Therefore, to fully understand 
how SVR works we need to look at the underlying principles of the SVM. The objective in SVM is to find the best 
line that separates two sets of data points. This optimal line, known as a hyperplane, maximises the distance (or 
margin) between the closest points (support vectors) of each classification. Say D+ represents the shortest 
distance to the closest male data point, while D- is the shortest distance to the nearest female data point. The 
sum of D+ and D- gives us the distance margin between the two support vectors. By maximising this distance 
margin, the optimal hyperplane is identified, and new data points can be easily classified in a linearly-separable 
case.  

Just like our SVM, SVR also uses a support vectors and an optimal hyperplane. Instead of maximising the margin 
between different classes, SVR aims to fit this hyperplane in a manner that minimises the prediction error for a 
continuous target variable. In SVR, we have what is called the E-Insensitive region. This tube shaped area has a 
width of epsilon, measured vertically (not perpendicularly) to the tube. Any data point in our set that falls inside 
of this tube will be disregarded. We can imagine this to mean that this tube is a margin of error which we are 
allowing our model to have. This is key behind SVR, it gives a little bit of movement or a little bit of buffer to our 
model.  

We do however have points that are outside the Epsilon insensitive tube and we do care about their error. This 
error is measured as the distance between the data point and the tube itself (note, not the regression line). 
These distances are called C* if the point is below the tube or C if the point is above the tube. These values are 
called slack variables. We want the sum of these distances to be minimal. Effectively the points outside of our 
tube are dictating what the tube will look like, how the tube will be positioned and where our decision 
boundaries exist.  

Why I choose this algorithm. 

VRs are versatile, provide fast predictions and are powerful enough to work well in high- dimensional space (ie. 
With many features). With the right hyperparameter tuning, SVMs have excellent generalisation capabilities for 
prediction. SVRs are generally less sensitive to outliers due to minimisation of error in the model through the 
use of the E-Insensitive region. 

Hyperparameter Details for Tuning. 

C: Controls the trade-off between allowing training points to deviate from the predicted function and forcing 
the function to be as flat as possible. For a complex data set, there is a number of different valid decision 
boundaries we could use. 

Gamma: Defines how far the influence of a single training examples reaches. It is used in tuning of non-linear 
kernels. If Gamma has a low value, that means that every point has a far reach. If gamma has a high value, that 
means that every point has a close reach. High value of gamma, the decision boundary is going to be 
dependent on the points closest to decision boundary, effectively ignoring points further away from boundary. 
Low value gamma, even far values are taken into account when deciding where to draw decision boundary. 
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Evaluation Defintions 
R^2 – Domain Independent – R2 is used as a measure of how much the regession model enhances the overall 
prediction comapred to just applying the mean value. R2 is measured in the range 0 to 1, where 0 is no 
improvement over the mean and 1 is perfect accruacy. R2 increases with more model predictions, which can 
give a false sense of improvement. 

Root Mean Square Error – Domain Specific – The RMSE is calculated as the square root of average sqaure 
differnce between predicted value and observed (residual) values. It provides a direct measure of the model’s 
accuracy in the same unit type as the data. A low RMSE suggests a better model fit, indicating that the model's 
predictions are close to the actual data. 

Regression Appraoch  
In the following sections, we will examine process of applying Decision Tree Regression  and Support Vector 
Regression to a dataset called steel. The dependent variable that we are trying to predict is tensile_strength. 

Data Preprocessing and Visualisation – See Figure [4] 

The code begins by loading in the dataset using the pandas library and perfomring exploratoy analysis. It then 
calls “df.dropna()” to remove any null values from the dataset. Null values can distort data relationships and 
lead to inaccurate results. I mapped “tensile_strength” into a histogram plot to evaluate its distribution. The 
data was then separated into independent variables (X), ie. features and dependent variable (y), ie. target. 

Training and Evaluation Details 

Both the Decision Tree Regressor and Support Vector Regressor are originally run using their default values; ie. 
DecisionTreeRegressor(), SVR().  

The code makes use of a Pipeline to help in the preprocessing and model execution. It is used to ensure that 
each fold in the cross-validation process is subject to the same transformation. MinMaxScaler scaling is applied 
to ensure that the feature values are within a fixed range and contribute equally to the analysis.  

We are using KFold for cross-validation, which divides the dataset into 10 different “folds” (n_splits=10). Each 
fold contains approximately the same number of samples of each target class as the complete set. The use of 
shuffle randomises the data before splitting occurs, which can be important for removing bias in the model 
evaluation. A fixed seeding of 42 was used to reproduce the results.  

The cross_val_score scikit learn function is used to evaluate the pipeline across different regression evaluation 
metrics - MSE (from which RMSE can be calculated), MAE, R2. This provides a comprehensive understanding of 
the model performance. It uses KFold for splitting and the parameter n_jobs=-1 allows for the model to use all 
available processors to speed up execution. 

Decision Tree Regression  
 

Default Training [Figure 5 & 6] 

- The mean MSE over all folds is -1539.085, which high indicating that the default DTR model could have 
substantial prediction errors. 

- The absolute mean MAE is -26.2578, suggesting that on average, the model's predictions are about 26 
pascals off from the true value.  

- The average R2 Score across all folds is 0.8126, which is relatively high. This suggests the model explains 
a significant portion of the variance in the data. 

- The average RMSE across all folds is 39.016, which also suggests the model has notable prediction 
errors. 

Hyperparameter Training [Figure 7 & 8] 



    

4 | P a g e  
 

The hyperparamters tuned here were max_depth (12)  and min_sample_leaf (3). 

- The tuned model has a slightly lower mean negative MSE (-1475.771) compared to the original model 
(-1539.085). This is a small improvement in the accuracy of the tuned model's predictions. 

- The absolute mean MAE increased slightly in the tuned model (-27.518) compared to the original (-
26.258). Again, slightly better in the tuned model. 

- RMSE (38.165) compared to the original model (39.016). This improvement might indicate the tuned 
model is better at handling outlier values. 

- Slightly lower in the tuned model (0.8109) compared to the original model (0.8126). This difference is 
marginal, suggesting that both models have similar levels of explanatory power. 

The lack of substantial improvement through tuning could imply that the selected hyperparameters were not 
ideal, or the model has reached its performance ceiling considering the current dataset. These modest 
enhancements could suggest that the Decision Tree Regression may not be the most suitable model for this 
dataset, or it might require further tuning. 

Support Vector Regression  
 

Default Training [Figure 9 & 10] 

- The mean MSE over all folds is -6161.422, which is high. This indicates that the default SVR model 
could have substantial prediction errors. 

- The absolute mean MAE is -60.7238, suggesting that on average, the model's predictions are about 
60.72 pascals off from the true value. 

- The average R2 Score across all folds is 0.2605, which is not particularly high. This suggests the SVR 
model explains only a relatively small portion of the variance in the data. 

- The average RMSE across all folds is 77.267, which also suggests the model has notable prediction 
errors. 

Hyperparameter Training [Figure 11 & 12] 

The hyperparamters tuned here were C  (100)  and Gamma  (1). 

- The updated mean MSE for the tuned model is -1252.9846. This is a substantial improvement from 
the previous mean MSE of -6161.422, indicating a reduction in the average squared difference 
between the estimated values and the actual values. 

- The new mean MAE is -26.8645, down from the previous -60.7238. This improvement suggests that 
on average, the model's predictions are now about 26.86 units off from the true values, which is a 
significant reduction in the typical prediction error. 

- The R2 score has improved to an average of 0.8352 across all folds, up from the previous average of 
0.2605. 

- The average RMSE for the tuned model is 35.3111, a notable decrease from the earlier average of 
77.267. This decrease in RMSE indicates that the residuals (prediction errors) are less spread out, 
meaning the data points are more concentrated around the line of best fit, indicating a better model 
performance. 

These improved metrics demonstrate that the tuning of parameters C and Gamma has significantly enhanced 
the performance of the SVR model. The model is now a lot more accurate, as shown by the lower MSE and 
MAE, it explains a greater portion of the variance in the data (as shown by the higher R2 score), and it has 
reduced prediction errors (indicated by the lower RMSE). 
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Conclusions 

This report evaluated the use of Decision Tree Regression and Support Vector Regression on a steel dataset, 
focusing on predicting a continuous valued output, tensile strength. The model evaluation used different  
performance metrics like MSE, MAE, R², and RMSE, resulting in key findings about each model's predictive 
capabilities. Hyperparameter tuning was executed to optimise model performance, revealing significant 
improvements - particularly in the SVR model.  

Key Findings 

• Default settings showed large prediction errors (MSE: -1539.085, RMSE: 39.016), with an average R2 
of 0.8126.  

• DTR Hyperparameter tuning (max_depth: 12, min_sample_leaf: 3) showed very small improvements 
in model accuracy. We should try tuning differnet hyperparamters to see if we could increase the 
accuracy of the model.  

• Default model training performance was (MSE: -6161.422, RMSE: 77.267, R2: 0.2605). The model was 
trained with RBF kernel, this should be tested for performance vs. other kernels.  

• Saw significant improvements through tuning (C: 100, Gamma: 1), with large reductions in MSE (-
1252.9846) and RMSE (35.3111), and a substantial increase in R² (0.8352). This was an interesting 
insight to see the huge impact of hyperparamter training.  

Comparative Analysis of Algorithm Performances 

In their default states, the Decision Tree Regression model greatly outperformed the Support Vector Regression 
model. DTR registered a mean MSE of -1539.085, substantially lower than SVR's -6161.422. DTR's default RMSE 
of 39.016 was much lower than SVR's 77.267. DTR's default MAE (-26.2578) was considerably lower than SVR's 
(-60.7238), indicating better average accuracy in DTR's predictions. DTR showed a relatively high R² score of 
0.8126, implying a significant explanation of variance, whereas SVR's R² score of 0.2605 suggested limited 
explanatory power. 

After tuning hyperparameters, the performance dynamics between DTR and SVR changed noticeably. Post-
tuning, SVR's MSE improved drastically from -6161.422 to -1252.9846, surpassing DTR's slightly improved MSE 
of -1475.771. SVR also saw a substantial decrease in RMSE to 35.3111, compared to DTR's modest improvement 
to 38.165. SVR's MAE improved dramatically to -26.8645 from -60.7238, indicating closer predictions to actual 
values, while DTR showed a slight increase in MAE. Both models exhibited a comparable level of variance 
explanation post-tuning, with SVR's R2 improving to 0.8352, closely matching DTR's 0.8109. This suggests that 
both models, after tuning, are similarly effective in explaining the variability in the data.    

Recommended Hyperparameter Valued based on Results 

Algorithm 1: Max_Depth: Optimal Max_Depth found to be 12. 

Algorithm 1: Min_Samples_Leaf: Optimal Min_Sample_Leaf found to be 3. 

Algorithm : 2 C: Optimal Min_Sample_Leaf found to be 100. 

Algorithm : 2 Gamma: Optimal Min_Sample_Leaf found to be 1. 

Concluding Remarks 

This model training shows importance of algorithm selection and hyperparameter tuning in machine learning. 
While DTR initally perfoemed better, using tuning SVR demonstrated superior performance, particularly in 
reducing prediction errors and explaining variance. DTR might be a good for its simplicity and lower error rates, 
but SVR  can yield better predictions especially in complex datasets. To create the optimal model for this dataset, 
we should train multiple ML models and  then tune all relevant hyperparameters. 
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Figure 1: Visualisation of Graphed Decision Tree Regression Data Splitting 

 

 

Figure 2: Visualisation of Decision Tree, used in Applying Mean Value 
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Figure 3: Visualisation of SVR showing Hyperplane, Support Vectors, Slack Variables, E-Insensitive Tube 
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Figure 4: Plotting Target Variable to Look at its Distribtuion 
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Figure 5: Default Decision Tree Regression Outputs 

 

Figure 6: Graphed Default Decision Tree Regression Outputs 
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Figure 7:Tuned Hyperparameter Decision Tree Regression Outputs 

 

 

Figure 8: Graphed Tuned Hyperparameter Decision Tree Regression Outputs 
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Figure 9: Support Vector Regression Outputs 

 

 

Figure 10: Graphed  Support Vector Regression Outputs 
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Figure 11: Tuned Support Vector Regression Outputs 

 

 

 

Figure 12: Graphed Tuned Support Vector Regression Outputs 

 


