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Abstract:

The application of data mining techniques has become increasingly popular across
various data sources, including medical, educational, and climate forecasting data. These
techniques are used to extract and discover patterns underlying the data. This paper aims
to apply data mining techniques to a wireless sensor network WSNs dataset for node
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localization. Three techniques, namely Correlation Matrix, Decision Tree, and Neural
Network, are used to analyze four factors that may influence the Average Localization
Error (ALE) of node localization. The factors considered in the dataset are Anchor Ratio,
Transmission Range, Node Density, and Iteration. As the main contribution of this
research is to prove the ability of data mining approaches to analyse factors impacting
ALE, our results show some interesting patterns. For example, a negative correlation
coefficient is found between the factor Node Density and ALE, represented as -0.646.
Additionally, the most important predictor factor for predicting ALE is Iteration, which is
found in both the Decision Tree and Neural Network techniques. Adding more factors to
the dataset is recommended for future work to help in finding more patterns related to
ALE.

Keywords: Data mining techniques, Factors, Node localization, Average Localization Error,
Wireless Sensor Network.

Introduction:

A wireless sensor network (WSN) is a collection of resource-constrained nodes that
can operate with little user intervention, making it suitable for a variety of applications,
including environmental monitoring, hospital patient tracking, search-and-rescue
operations, military surveillance, and commercial uses. WSNs rely on nodes working
together in a distributed fashion, with data being reported to a central base station.
However, understanding where the data is sensed is critical for a WSN to function
properly (Ramadurai & Sichitiu, 2003).

One of the prerequisites for many WSN applications is a localization mechanism among
sensor nodes. The localization problem involves determining the physical location of a
particular object, such as altitude, latitude, and longitude. Localization of node sensors is
necessary for various applications, including cellular communications, robotics, Internet
of Things (1oT), ad hoc networks, military, astronomy, and aviation (Alashhab et al.,
2022; Boukerche et al., 2007). This paper addresses the problem of Average Localization
Error (ALE) in node localization from the perspective of WSNs.

Localization is an essential task in WSNSs, as it enables nodes to determine their position
with sufficient accuracy without human involvement. This approach is typically used in
WSNs among nodes located in a specific field (Sahoo & Hwang, 2011). Localization
errors can have severe consequences, such as incorrect node sensor locations affecting
decision-makers in a geographic routing system for forest fire surveillance. Therefore,
analyzing models of node sensor data is introduced in the literature to reduce localization
errors in WSNs (Aroba et al., 2023).

Although significant efforts have been devoted to establishing various algorithms for
localization, little attention has been given to the factors affecting localization errors in
WSNs. Such factors like the once shown in figure 1 can be serviceable to investigate
ALE problem. Thus, this study aims to investigate the factors that may impact ALE using
data mining techniques.

The rest of the paper is organized as follows. Section 2 provides an overview of related
work in the field of WSNs and node localization. Section 3 describes the research
methodology used in this study, which follows the Cross Industry Standard Process for
Data Mining (CRISP-DM). Section 4 presents the proposed data mining approach, and
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Section 5 discusses the results and their implications. Finally, Section 6 concludes the
paper and highlights directions for future work.

| Semsns flodd O
O O O O CP O Q‘F\

of 00 s L P
O Anchor Rati O Q‘ \do P 0 h, o \l'
(@) ®) (5 O \\\ /K Loesitzrtion .

e O O o) *O"’o\gi‘i“
S ORI el

=4 O o _y?j___‘ sy o

© 0o o IXxx Ll

Figure 1 Shows some Factors related to ALE problem.
Related Work:

Localization is an important and difficult aspect of many WSNs. To make it
meaningful for localization, the sensor data must be coupled to the measured data, as this
is primarily required in collecting and monitoring a wide range of data. Researchers have
given a number of solutions to the problem of node localization throughout the last
decade (Guerrero et al., 2009; Han et al., 2020; Kumar et al., 2014). Broadly, depending
on the application requirements, there is more converging on providing solutions for
energy efficiency, the accuracy of node localization and computational complexity
(Kumar et al., 2016; Ma et al., 2023).

In respect of node localization accuracy, several algorithms were proposed to minimize
ALE. In particular, using of machine learning techniques has been given wide attention
(Singh et al., 2020). For example, in (Ahmadi & Bouallegue, 2017; Bhatti et al., 2020;
Gharghan et al., 2016; Morelande et al., 2008), reasonable effort has been put to improve
localization accuracy using both supervised and unsupervised machine learning
algorithms (e.g. ANN, SVM, DT, NB, and KNN). However, most of their work goes into
improving the capabilities of machine learning algorithms to solve the problem of node
localization errors rather than investigating the reasons behind the errors.

In Addition, considerable effort was put in (Mohar et al., 2022) to optimise localization
errors of WSNs using the bat optimization algorithm (BOA). Their results reflected some
improvement in terms of less localisation error and less time for data processing
compared with other existing optimisation algorithms. Different optimization techniques
were also applied in (Kaur et al., 2023) using (mLebTLBO) algorithm to cope with the
localisation problem claiming that their results outperform others in terms of minimizing
errors.

Singh et al. (A. Singh et al., 2020) on the other hand have tried to use a prediction
approach to limit ALE by studying the parameters of the network. Their work provided
four key features to predict ALE. The data of the four features were obtained from the CS
algorithm in WSNs for node localization purposes. Recent research in (Rahman &
Nisher, 2023) has used the same data to predict ALE using regression approaches.
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However, none of these studies has confirmed which of the features is highly impacting
the prediction of ALE. In our research, these features can be described as factors that may
impact the ALE. By analyzing the factors, this study tries to find the best factors
impacting the ALE and the relationship between them. Thus, instead of focusing on
improving the algorithms used to limit node localization error, this work focuses on
finding the reasons causing the error.

The following comparison table (Table 1) summarizes the related works in node
localization for WSNs, including their approaches, focus, techniques, and results.
Table 1: Comparison of Related Works on Node Localization Accuracy in WSNSs.
Work  Approach Focus Techniques Results

Research  Node Machine learning Prediction of ALE
localization factors
accuracy
Research  Node Machine learning Improving localization
localization accuracy
accuracy
Research  Node Optimization algorithm Improvement in
localization (BOA) localization error
accuracy
Research  Node Optimization algorithm Outperformed other
localization (mLebTLBO) optimization methods
accuracy
Research  Node Regression approaches  Prediction of ALE using
localization regression
accuracy
r Research  Node Factor analysis using Finding best factors
work localization data mining techniques  causing localization
accuracy error

The table shows that several works have focused on improving the accuracy of node
localization, either through the use of machine learning algorithms or optimization
techniques. However, most of these works do not investigate the reasons behind the
errors. In contrast, this study focuses on finding the reasons causing the localization error
by using factor analysis.
Research Methodology:

To investigate the problem of node localization error in WSNs, a data mining

approach is applied to a WSNs dataset. In order to achieve this, three different techniques
are used to analyze the data. The methodology used for this research follows the Cross
Industry Standard Process for Data Mining (CRISP-DM) (North, 2012), which consists of
six stages: problem understanding, data understanding, data preparation, modelling,
evaluation, and deployment.
The first stage, problem understanding, involves defining the research problem and
objectives, as well as identifying the research questions to be addressed in the study. In
this stage, the main research question is identified as "What are the factors that impact the
accuracy of node localization in WSNs?" The objectives of the study include identifying
the key factors affecting localization error and examining their relationship with ALE.
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problem understandingl

data understanding |

data preparation |

modeling

/ evaluation |

deployment |

Figure 2: Data mining stages used in the study.
The second stage, data understanding, involves gathering and exploring the data relevant
to the research question. The WSNs dataset used in this study is obtained from a publicly
available repository. The dataset includes various features related to node localization,
such as signal strength, distance, and angle. The data is explored using statistical and
visualization techniques to identify any patterns or anomalies that may affect the
accuracy of node localization.
The third stage, data preparation, involves preparing the data for modelling. This includes
cleaning the data, transforming it into the appropriate format, and selecting the relevant
features. In this stage, missing values and outliers are identified and treated, and the
dataset is normalized and standardized.
The fourth stage, modelling, involves developing and testing the models that will be used
to answer the research questions. In this stage, three different data mining techniques are
applied: regression analysis, decision trees, and artificial neural networks. These
techniques are chosen because they are commonly used in analyzing datasets with
multiple variables.
The fifth stage, evaluation, involves evaluating the performance of the models and
selecting the best one. The models are evaluated using various metrics, such as mean
squared error and R-squared value. The model with the best performance is selected for
deployment.
The sixth and final stage, deployment, involves applying the selected model to new data
and presenting the results. In this stage, the identified factors affecting the accuracy of
node localization in WSNs are discussed, and their relationship with ALE is examined.
By following the CRISP-DM methodology, this study ensures a systematic and
comprehensive approach to investigating the problem of node localization errors in
WSNEs.
Proposed Data Mining Approach:

This section provides an overview of the data mining approach used to analyze the
WSNs dataset. The software tool used in this study is RapidMiner, an open-source
software that enables the application of various data mining algorithms. The WSNs
dataset used in this study is obtained from previous work (Singh et al., 2020) and is
publicly available ("UCI Machine Learning Repository,”). The six stages of CRISP-DM
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are applied to each data mining algorithm, which is discussed in the following
subsections.

1. Correlation Matrix Model

The coefficient in the correlation matrix measures the statistical relationship between
factors. Coefficient values in this matrix range from +1 to -1, with -1 representing a
completely negative linear correlation, O representing no correlation between factors, and
+1 representing a strong positive linear correlation. The correlation coefficient, r, is
illustrated by equation (1), with oxy representing the covariance between factors x and vy,
while standard deviations are represented in ox and oy (Darakdjian et al., 2019).

_ Oxy

= ooy 1)
The correlation coefficient cannot account for the quality of a multiple regression because
it measures the linear correlation intensity that binds two variables. Its utility, however,
remains: it feeds the matrix of correlations for each pair of variables. As a result, it can be
used to identify strong correlations between important factors as well as neglect
superfluous factors (Darakdjian et al., 2019).
For the purpose of finding the relationship between the factors and ALE in the WSNs
dataset, the correlation matrix approach is applied to the dataset using a data mining
software tool. As can be seen in Figure 1, the correlation matrix output represents the
coefficients for relationships between Anchor Ratio, Transmission Range, Node Density,
Iteration and ALE.

Aftributes  anchor_ratio trans_range node_density  iterations ale
anchor_ratio 1 -0.095 0117 0.023 -0.075
trans_range -0.095 1 0244 -0.199 0.109
node_densil -0.117 -0.244 1 0.072 -0.646
terations  0.023 -0.199 -0.072 1 -0.400
ale 0075 0109 |-0646] 0400

Figure 3: result view of the correlation coefficient.

The most important finding in the above matrix is the relationship between Node Density
and ALE represented as (-0.646) which is a quite strong negative relationship. This
relation means as the Node Density goes up the ALE goes down and vice versa. Another
finding is that a weak negative relationship between Iteration and ALE is represented as
(-0.400). The rest of the relationships are very weak and can be ignored.

2. Decision Tree Model

The primary goal of the decision tree algorithm, which is a member of the family of
supervised learning algorithms, is to build a training model that can be applied to scoring
data of target attributes by learning decision rules derived from the training data
(Charbuty & Abdulazeez, 2021).

In a Decision Tree, root nodes and sub-nodes represent the influential attributes in a tree-
like structure. The root node and each internal node are divided into a number of nodes
based on the attribute test accomplished by the algorithm, and each node terminal
represents a leaf as a class label of the target attribute’s values (Aurelian, 2018; Kori &
Kakkasageri, 2023).
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one of the known criteria used in the decision tree algorithm is the information gain ratio
IGR, and this criterion is being used in this study. It basically normalizes the information
gained for potential information using the following equation:
Sr.=q. .1 Sr.=q. .1
E(fi;l) = - Zai,jEv(fi)| L |1|U ‘ -log; | fi I = | @

Where 1 is the potential information supplied from attributes in the dataset, and the fi
represents the values of each attribute on an individual basis. Then the result is
substituted in the following equation:

IG(LSf. =q, ;1)
IGR(L, Sy, = q,1) = i

E(fi.D) )

where |v(fi)| is supplied by values from | through j, and the form Sf=aij | is subsets the
attribute fi in the function |v(fi)).

The created DT data mining model in this study has processed the above equations for the
targeted dataset and generated interesting results. for example, as can be seen in figure 2,
the graph view of the decision tree is represented. The top node in the graph shows that
the iterations attribute (factor) is the root node of the tree, and therefore it is the best
predictor factor for the ALE and followed by the node density factor.

terations

= 12 = 1=

|

node_densiy
= 150 = 150
==

iterations iterations

= Z0.500= 20.500 =

i
i

= a5

o - o =~
[ — node_density trans_range
I
= 25L= 250 = 21 .500 = Z1.500
| ~ ~afl
o 1

Figure 4: Shows a graphical representation of the decision tree, illustrating the nodes
and branches used to make decisions and classify the data.

The tree graph also helps to read the decisions made by the algorithm. If the iterations
factor is less or equal to (19), then high ALE is expected represented in the leaf as (1),
and if the iterations factor is more than (19), then the algorithm looks to another factor
which is node-density, if it is more than (150), then the algorithm looks again to the
iterations factor, so when the value of iterations is more than (20.5) then low ALE is
expected represented in the leaf as (0). The rest of the tree can be read as illustrated.

3. Neural Network Model

Neural networks are statistical data modelling tools that are non-linear methods. They can
be used in data mining to extract patterns from data or to model complex relationships
between inputs and outputs. They must be configured in such a way that applying a set of
data (inputs) results in the expected set of outputs. This process is known as supervised
learning in which the learning algorithm is applied through input nodes, hidden nodes and
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output nodes of the network (Singh & Chauhan, 2009). The algorithm runs in cycles
where in each cycle manipulation of weights takes place.
The network is given input data, which is then propagated via the network until it reaches
the output nodes. A predicted outcome is produced by this forward process. A network's
error value is calculated by deducting the predicted output from the actual output. The
neural network is then trained using supervised learning, which is typically
backpropagation. A learning algorithm for adjusting the weights is backpropagation.
Working backwards through the network, it starts with the weights between the output
layer and the final hidden layer. Once backpropagation is complete, the forward process
begins once more, and so on until the difference between the predicted and actual outputs
is as small as possible in order to minimize the error (Munjani & Joshi, 2023; Singh &
Chauhan, 2009). The following equations are used to calculate the error and the network
output (Kamruzzaman & Jehad Sarkar, 2011):
C

Ewv) =33y D (Spi— b )? @

Spi = 0( X _ 8 ) Wi )Vpm) (%)
where Spi is the network output at output node p, tpi is output node p target value for
pattern xi, C is the number of output nodes, k is the number of patterns, h is the network
number of hidden nodes, and xi is n-dimensional input pattern.
The wireless sensor network dataset is applied to the neural network model in order to
investigate factors affecting ALE. The model has yielded some interesting findings.
Firstly, the model is able to predict the ALE of the testing data based on the learning
process applied to the training dataset. Figure 3 shows some of the predicted results of
ALE, where 1 in the prediction(ALE) column means high ALE is predicted, and 0 low
ALE is predicted.

RowNo. confidence(0jconfidence(1) predicfion(ALE)  anchor_ratio trans_range node_density iterations
0.019 0.981 2 18 100 4
0.020 0.980 20 20 100 30
0.286 0714 15 20 200 20
0.020 0.980 18 23 100 24
1.000 0.000 30 15 200 70
1.000 0.000 14 17 200 70
0884 0116 15 20 100 70
0.992 0.008 20 20 200 30
1.000 0.000 20 20 200 40
1.000 0.000 15 15 100 100
1.000 0.000 0 30 15 200 80

Figure 5: result view of prediction in the NN model.
Secondly, the improved neural net generated by the model has shown that the iterations
factor has the highest weight among the other factors throughout all the nodes of the
hidden layer. This means that iterations are the best predictor factor of the model. The
node-density factor is also highly weighted, but still lower than the iterations. Figure 4
represents the improved neural net as well as all the weights calculated by the NN
algorithm.
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T
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ngut Hidden 1 Ouput Hods 1 (Sigmoid) Node 3 (Sigmoid)
anchor_ratic: -1.736 ancher_ratioc: =0.810
trans range: -0.308 trans range: -1.458
node_density: 5.811 pode density: 2.437
iterationa: J 895 itmrations: ; ﬂii

Bia=s: 2.402 Bias: 1.02é

Hode 2 (Sigmoid) Hode 4 (Sigmoid)

anchor_zatic: =0.501
trana_range: -1.140
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“eralions

anchor ratio: 35.810
trans range: 4.392

node density: 8.274
O. T N :.:.ar;l:.inns- 7
Bias: 2.040 T -
Bia=s: 7T.054

Figure 6: improved neural net and weights calculated by NN algorithm
Results and Discussion:

This section provides a summary of the results obtained from the applied data mining
models and discusses their implications. The main objective of this work is to identify the
factors that affect ALE in WSNs using data mining techniques. The correlation matrix
model, which is commonly used to study the relationships between variables, shows that
the factors node-density and iteration are negatively correlated with ALE. Although the
correlation coefficients (-0.646 and -0.400, respectively) are not very high, they still
indicate a significant connection between these factors and ALE and should be taken into
account.

In confirmation of the above finding, both decision tree and neural network models
consistently show that iteration is the most important factor affecting ALE in the dataset.
In the decision tree model, iteration is selected as the root node, while in the neural
network model, iteration has the highest weight as a predictor attribute. Table 1
summarizes the role and impact of the four factors on ALE in the applied models.

Table 2: Role and impact of the factors in the applied models.

Factor Correlation Decision Tree Neural Network

“Attribute” Matrix

impact role impact role impact
Anchor Corr. Very low Predictor  low Predictor low
Ratio factor Factor Factor
Transmissio Corr. Very low Predictor low Predictor low
n Range factor Factor Factor
Node Corr. High Predictor High Predictor High
Density factor Factor Factor
Iterations Corr. Low Predictor High Predictor High
factor Factor Factor
ALE Corr. High Target Class Target Class
factor Attribute = factor Attribute | factor
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As shown in Table 1, both node-density and iterations have a correlation with ALE, but
node-density has a higher correlation coefficient. Furthermore, these factors have a high
impact on the prediction of ALE, particularly when using decision trees or neural
network models.

The results of this study suggest that controlling the node-density and iteration factors can
effectively reduce ALE in WSNs. These findings can be helpful in the development of
more accurate and energy-efficient localization algorithms for WSNs. However, it should
be noted that other factors, such as environmental conditions and sensor placement, may
also affect ALE, and should be considered in future research.

Conclusion:

In this study, we have employed three data mining algorithms to analyze the WSN
dataset and identify the factors that affect the average localization error of sensor nodes.
Our findings suggest that node-density and iteration factors have a significant impact on
ALE, whereas anchor ratio and transmission range factors have a lower impact.

The study has also demonstrated the effectiveness of data mining approaches in analyzing
WSN data. As a future direction, other factors that may affect ALE can be investigated in
more detail. Additionally, researchers who are working to improve algorithms that reduce
ALE should give more attention to the factors of node-density and iterations, which our
study has identified as having a significant impact.

Overall, our study provides insights into the factors that impact the accuracy of node
localization in wireless sensor networks, which can aid in the development of more
efficient and accurate localization algorithms.
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