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Agents: A Survey for the paper!
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coming soon!

🌟 Introduction

For a long time, humanity has pursued artificial intelligence (AI) equivalent to or surpassing human level, with
AI agents considered as a promising vehicle of this pursuit. AI agents are artificial entities that sense their
environment, make decisions, and take actions.

Due to the versatile and remarkable capabilities they demonstrate, large language models (LLMs) are
regarded as potential sparks for Artificial General Intelligence (AGI), offering hope for building general AI
agents. Many research efforts have leveraged LLMs as the foundation to build AI agents and have achieved
significant progress.

In this repository, we provide a systematic and comprehensive survey on LLM-based agents, and list some
must-read papers.

Specifically, we start by the general conceptual framework for LLM-based agents: comprising three main
components: brain, perception, and action, and the framework can be tailored to suit different applications.
Subsequently, we explore the extensive applications of LLM-based agents in three aspects: single-agent
scenarios, multi-agent scenarios, and human-agent cooperation. Following this, we delve into agent societies,
exploring the behavior and personality of LLM-based agents, the social phenomena that emerge when they
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form societies, and the insights they offer for human society. Finally, we discuss a range of key topics and
open problems within the field.

We greatly appreciate any contributions via PRs, issues, emails, or other methods.
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1.1 Brain: Primarily Composed of An LLM
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1.2 Perception: Multimodal Inputs for LLM-based Agents
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1.2.2 Audio
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et al. arXiv. [paper]
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1.3 Action: Expand Action Space of LLM-based Agents

1.3.1 Tool Using
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[2023/05] CREATOR: Disentangling Abstract and Concrete Reasonings of Large Language Models
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[2023/04] ChemCrow: Augmenting large-language models with chemistry tools. Andres M Bran
(Laboratory of Artificial Chemical Intelligence, ISIC, EPFL) et al. arXiv. [paper] [code]
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[2023/04] GeneGPT: Augmenting Large Language Models with Domain Tools for Improved Access to
Biomedical Information. Qiao Jin, Yifan Yang, Qingyu Chen, Zhiyong Lu. arXiv. [paper] [code]
[2023/04] OpenAGI: When LLM Meets Domain Experts. Yingqiang Ge et al. arXiv. [paper] [code]
[2023/03] HuggingGPT: Solving AI Tasks with ChatGPT and its Friends in Hugging Face. Yongliang Shen
et al. arXiv. [paper] [code]
[2023/03] Visual ChatGPT: Talking, Drawing and Editing with Visual Foundation Models. Chenfei Wu et al.
arXiv. [paper] [code]
[2023/02] Augmented Language Models: a Survey. Grégoire Mialon et al. arXiv. [paper]
[2023/02] Toolformer: Language Models Can Teach Themselves to Use Tools. Timo Schick et al. arXiv.
[paper]
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[2022/05] MRKL Systems: A modular, neuro-symbolic architecture that combines large language
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[2022/04] Do As I Can, Not As I Say: Grounding Language in Robotic Affordances. Michael Ahn et al. arXiv.
[paper]
[2021/12] WebGPT: Browser-assisted question-answering with human feedback. Reiichiro Nakano et al.
arXiv. [paper]
[2021/07] Evaluating Large Language Models Trained on Code. Mark Chen et al. arXiv. [paper] [code]

1.3.2 Embodied Action

[2023/07] Interactive language: Talking to robots in real time. Corey Lynch et al. IEEE(RAL) [paper]
[2023/05] Voyager: An open-ended embodied agent with large language models. Guanzhi Wang et al.
Arxiv. [paper]
[2023/05] AVLEN: Audio-Visual-Language Embodied Navigation in 3D Environments. Sudipta Paul et al.
NeurIPS. [paper]
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[2022/01] A Survey of Embodied AI: From Simulators to Research Tasks. Jiafei Duan et al. IEEE(TETCI).
[paper]
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Agents. Wenlong Huang et al. Arxiv. [paper] [code]
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[2019/03] Review of Deep Reinforcement Learning for Robot Manipulation. Hai Nguyen et al. IEEE(IRC).
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Life. [paper]

2. Agents in Practice: Applications of LLM-based Agents

2.1 General Ability of Single Agent
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2.1.1 Task-oriented Deployment

In web scenarios

[2023/07] WebArena: A Realistic Web Environment for Building Autonomous Agents. Shuyan Zhou (CMU)
et al. arXiv. [paper] [code]
[2023/07] A Real-World WebAgent with Planning, Long Context Understanding, and Program
Synthesis. Izzeddin Gur (DeepMind) et al. arXiv. [paper]
[2023/06] SYNAPSE: Leveraging Few-Shot Exemplars for Human-Level Computer Control. Longtao Zheng
(Nanyang Technological University) et al. arXiv. [paper] [code]
[2023/06] Mind2Web: Towards a Generalist Agent for the Web. Xiang Deng (The Ohio State University) et al.
arXiv. [paper] [code]
[2023/05] Multimodal Web Navigation with Instruction-Finetuned Foundation Models. Hiroki Furuta
(The University of Tokyo) et al. arXiv. [paper]
[2023/03] Language Models can Solve Computer Tasks. Geunwoo Kim (University of California) et al. arXiv.
[paper] [code]
[2022/07] WebShop: Towards Scalable Real-World Web Interaction with Grounded Language Agents.
Shunyu Yao (Princeton University) et al. arXiv. [paper] [code]
[2021/12] WebGPT: Browser-assisted question-answering with human feedback. Reiichiro Nakano
(OpenAI) et al. arXiv. [paper]
[2023/05] Agents: An Open-source Framework for Autonomous Language Agents. Wangchunshu Zhou
(AIWaves) et al. arXiv.* [paper] [code]

In life scenarios

[2023/08] InterAct: Exploring the Potentials of ChatGPT as a Cooperative Agent. Po-Lin Chen et al. arXiv.
[paper]
[2023/05] Plan, Eliminate, and Track -- Language Models are Good Teachers for Embodied Agents. Yue
Wu (CMU) et al. arXiv. [paper]
[2023/05] Augmenting Autotelic Agents with Large Language Models. Cédric Colas (MIT) et al. arXiv.
[paper]
[2023/03] Planning with Large Language Models via Corrective Re-prompting. Shreyas Sundara Raman
(Brown University) et al. arXiv. [paper]
[2022/10] Generating Executable Action Plans with Environmentally-Aware Language Models. Maitrey
Gramopadhye (University of North Carolina at Chapel Hill) et al. arXiv. [paper] [code]
[2022/01] Language Models as Zero-Shot Planners: Extracting Actionable Knowledge for Embodied
Agents. Wenlong Huang (UC Berkeley) et al. arXiv. [paper] [code]

2.1.2 Innovation-oriented Deployment

[2023/08] The Hitchhiker's Guide to Program Analysis: A Journey with Large Language Models. Haonan
Li (UC Riverside) et al. arXiv. [paper]
[2023/08] ChatMOF: An Autonomous AI System for Predicting and Generating Metal-Organic
Frameworks. Yeonghun Kang (Korea Advanced Institute of Science and Technology) et al. arXiv. [paper]
[2023/07] Math Agents: Computational Infrastructure, Mathematical Embedding, and Genomics.
Melanie Swan (University College London) et al. arXiv. [paper]
[2023/06] Towards Autonomous Testing Agents via Conversational Large Language Models. Robert
Feldt (Chalmers University of Technology) et al. arXiv. [paper]
[2023/04] Emergent autonomous scientific research capabilities of large language models. Daniil A.
Boiko (CMU) et al. arXiv. [paper]
[2023/04] ChemCrow: Augmenting large-language models with chemistry tools. Andres M Bran
(Laboratory of Artificial Chemical Intelligence, ISIC, EPFL) et al. arXiv. [paper] [code]
[2022/03] ScienceWorld: Is your Agent Smarter than a 5th Grader? Ruoyao Wang (University of Arizona) et
al. arXiv. [paper] [code]

2.1.3 Lifecycle-oriented Deployment

[2023/05] Voyager: An Open-Ended Embodied Agent with Large Language Models. Guanzhi Wang
(NVIDA) et al. arXiv. [paper] [code]
[2023/05] Ghost in the Minecraft: Generally Capable Agents for Open-World Environments via Large
Language Models with Text-based Knowledge and Memory. Xizhou Zhu (Tsinghua University) et al. arXiv.
[paper] [code]
[2023/03] Plan4MC: Skill Reinforcement Learning and Planning for Open-World Minecraft Tasks. Haoqi
Yuan (PKU) et al. arXiv. [paper] [code]
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[2023/02] Describe, Explain, Plan and Select: Interactive Planning with Large Language Models Enables
Open-World Multi-Task Agents. Zihao Wang (PKU) et al. arXiv. [paper] [code]
[2023/01] Do Embodied Agents Dream of Pixelated Sheep: Embodied Decision Making using Language
Guided World Modelling. Kolby Nottingham (University of California Irvine, Irvine) et al. arXiv. [paper] [code]

2.2 Coordinating Potential of Multiple Agents

2.2.1 Cooperative Interaction for Complementarity

Disordered cooperation

[2023/07] Unleashing Cognitive Synergy in Large Language Models: A Task-Solving Agent through
Multi-Persona Self-Collaboration. Zhenhailong Wang (University of Illinois Urbana-Champaign) et al. arXiv.
[paper] [code]
[2023/07] RoCo: Dialectic Multi-Robot Collaboration with Large Language Models. Zhao Mandi, Shreeya
Jain, Shuran Song (Columbia University) et al. arXiv. [paper] [code]
[2023/04] ChatLLM Network: More brains, More intelligence. Rui Hao (Beijing University of Posts and
Telecommunications) et al. arXiv. [paper]
[2023/01] Blind Judgement: Agent-Based Supreme Court Modelling With GPT. Sil Hamilton (McGill
University). arXiv. [paper]
[2023/05] Agents: An Open-source Framework for Autonomous Language Agents. Wangchunshu Zhou
(AIWaves) et al. arXiv.* [paper] [code]

Ordered cooperation

[2023/08] CGMI: Configurable General Multi-Agent Interaction Framework. Shi Jinxin (East China Normal
University) et al. arXiv. [paper]
[2023/08] ProAgent: Building Proactive Cooperative AI with Large Language Models. Ceyao Zhang (The
Chinese University of Hong Kong, Shenzhen) et al. arXiv. [paper] [code]
[2023/08] AgentVerse: Facilitating Multi-Agent Collaboration and Exploring Emergent Behaviors in
Agents. Weize Chen (Tsinghua University) et al. arXiv. [paper] [code]
[2023/08] AutoGen: Enabling Next-Gen LLM Applications via Multi-Agent Conversation Framework.
Qingyun Wu (Pennsylvania State University ) et al. arXiv. [paper] [code]
[2023/08] MetaGPT: Meta Programming for Multi-Agent Collaborative Framework. Sirui Hong
(DeepWisdom) et al. arXiv. [paper] [code]
[2023/07] Communicative Agents for Software Development. Chen Qian (Tsinghua University) et al. arXiv.
[paper] [code]
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Bill Yuchen Lin (Allen Institute for Artificial Intelligence) et al. arXiv. [paper] [code]
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[paper]
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Society. Guohao Li (King Abdullah University of Science and Technology) et al. arXiv. [paper] [code]
[2023/03] DERA: Enhancing Large Language Model Completions with Dialog-Enabled Resolving Agents.
Varun Nair (Curai Health) et al. arXiv. [paper] [code]

2.2.2 Adversarial Interaction for Advancement

[2023/08] ChatEval: Towards Better LLM-based Evaluators through Multi-Agent Debate. Chi-Min Chan
(Tsinghua University) et al. arXiv. [paper] [code]
[2023/05] Improving Factuality and Reasoning in Language Models through Multiagent Debate. Yilun
Du (MIT CSAIL) et al. arXiv. [paper] [code]
[2023/05] Improving Language Model Negotiation with Self-Play and In-Context Learning from AI
Feedback. Yao Fu (University of Edinburgh) et al. arXiv. [paper] [code]
[2023/05] Examining the Inter-Consistency of Large Language Models: An In-depth Analysis via
Debate. Kai Xiong (Harbin Institute of Technology) et al. arXiv. [paper] [code]
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Tian Liang (Tsinghua University) et al. arXiv. [paper] [code]

2.3 Interactive Engagement between Human and Agent
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2.3.1 Instructor-Executor Paradigm

Education

[2023/07] Math Agents: Computational Infrastructure, Mathematical Embedding, and Genomics.
Melanie Swan (UCL) et al. arXiv. [paper]

Communicate with humans to help them understand and use mathematics.
[2023/03] Hey Dona! Can you help me with student course registration? Vishesh Kalvakurthi (MSU) et al.
arXiv. [paper]

This is a developed application called Dona that offers virtual voice assistance in student course
registration, where humans provide instructions.

Health

[2023/08] Zhongjing: Enhancing the Chinese Medical Capabilities of Large Language Model through
Expert Feedback and Real-world Multi-turn Dialogue. Songhua Yang (ZZU) et al. arXiv. [paper] [code]
[2023/05] HuatuoGPT, towards Taming Language Model to Be a Doctor. Hongbo Zhang (CUHK-SZ) et al.
arXiv. [paper] [code] [demo]
[2023/05] Helping the Helper: Supporting Peer Counselors via AI-Empowered Practice and Feedback.
Shang-Ling Hsu (Gatech) et al. arXiv. [paper]
[2020/10] A Virtual Conversational Agent for Teens with Autism Spectrum Disorder: Experimental
Results and Design Lessons. Mohammad Rafayet Ali (U of R) et al. IVA '20. [paper]

Other Application

[2023/08] RecMind: Large Language Model Powered Agent For Recommendation. Yancheng Wang (ASU,
Amazon) et al. arXiv. [paper]
[2023/08] Multi-Turn Dialogue Agent as Sales' Assistant in Telemarketing. Wanting Gao (JNU) et al. IEEE.
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[2023/07] PEER: A Collaborative Language Model. Timo Schick (Meta AI) et al. arXiv. [paper]
[2023/07] DIALGEN: Collaborative Human-LM Generated Dialogues for Improved Understanding of
Human-Human Conversations. Bo-Ru Lu (UW) et al. arXiv. [paper]
[2023/06] AssistGPT: A General Multi-modal Assistant that can Plan, Execute, Inspect, and Learn. Difei
Gao (NUS) et al. arXiv. [paper]
[2023/05] Agents: An Open-source Framework for Autonomous Language Agents. Wangchunshu Zhou
(AIWaves) et al. arXiv.* [paper] [code]

2.3.2 Equal Partnership Paradigm

Empathetic Communicator

[2023/08] SAPIEN: Affective Virtual Agents Powered by Large Language Models. Masum Hasan et al.
arXiv. [paper] [code] [project page] [dataset]
[2023/05] Helping the Helper: Supporting Peer Counselors via AI-Empowered Practice and Feedback.
Shang-Ling Hsu (Gatech) et al. arXiv. [paper]
[2022/07] Artificial empathy in marketing interactions: Bridging the human-AI gap in affective and
social customer experience. Yuping Liu‑Thompkins et al. [paper]

Human-Level Participant

[2023/08] Quantifying the Impact of Large Language Models on Collective Opinion Dynamics. Chao Li
et al. CoRR. [paper]
[2023/06] Mastering the Game of No-Press Diplomacy via Human-Regularized Reinforcement Learning
and Planning. Anton Bakhtin et al. ICLR. [paper]
[2023/06] Decision-Oriented Dialogue for Human-AI Collaboration. Jessy Lin et al. CoRR. [paper]
[2022/11] Human-level play in the game of Diplomacy by combining language models with strategic
reasoning. FAIR et al. Science. [paper]
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3.1 Behavior and Personality of LLM-based Agents

3.1.1 Social Behavior

Individual behaviors

[2023/05] Voyager: An Open-Ended Embodied Agent with Large Language Models. Guanzhi Wang
(NVIDA) et al. arXiv. [paper] [code]
[2023/04] LLM+P: Empowering Large Language Models with Optimal Planning Proficiency. Bo Liu
(University of Texas) et al. arXiv. [paper] [code]
[2023/03] Reflexion: Language Agents with Verbal Reinforcement Learning. Noah Shinn (Northeastern
University) et al. arXiv. [paper] [code]
[2023/03] PaLM-E: An Embodied Multimodal Language Model. Danny Driess (Google) et al. ICML. [paper]
[project page]
[2023/03] ReAct: Synergizing Reasoning and Acting in Language Models. Shunyu Yao (Princeton
University) et al. ICLR. [paper] [project page]
[2022/01] Chain-of-thought prompting elicits reasoning in large language models. Jason Wei (Google) et
al. NeurIPS. [paper]

Group behaviors

[2023/09] Exploring Large Language Models for Communication Games: An Empirical Study on
Werewolf. Yuzhuang Xu (Tsinghua University) et al. arXiv. [paper]
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Agents. Weize Chen (Tsinghua University) et al. arXiv. [paper] [code]

[2023/08] AutoGen: Enabling Next-Gen LLM Applications via Multi-Agent Conversation Framework.
Qingyun Wu (Pennsylvania State University) et al. arXiv. [paper] [code]

[2023/08] ChatEval: Towards Better LLM-based Evaluators through Multi-Agent Debate. Chi-Min Chan
(Tsinghua University) et al. arXiv. [paper] [code]

[2023/07] Communicative Agents for Software Development. Chen Qian (Tsinghua University) et al. arXiv.
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Jain, Shuran Song (Columbia University) et al. arXiv. [paper] [code]
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3.1.2 Personality
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Wadia College) et al. arXiv. [paper]
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Emotion

[2023/07] Emotional Intelligence of Large Language Models. Xuena Wang (Tsinghua University) et al. arXiv.
[paper]
[2023/05] ChatGPT outperforms humans in emotional awareness evaluations. Zohar Elyoseph et al.
Frontiers in Psychology. [paper]
[2023/02] Empathetic AI for Empowering Resilience in Games. Reza Habibi (University of California) et al.
arXiv. [paper]
[2022/12] Computer says “No”: The Case Against Empathetic Conversational AI. Alba Curry (University of
Leeds) et al. ACL. [paper]
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Language Models. Keyu Pan (ByteDance) et al. arXiv. [paper] [code]
[2023/07] Personality Traits in Large Language Models. Mustafa Safdari (DeepMind) et al. arXiv. [paper]
[code]
[2022/12] Does GPT-3 Demonstrate Psychopathy? Evaluating Large Language Models from a
Psychological Perspective. Xingxuan Li (Alibaba) et al. arXiv. [paper]
[2022/12] Identifying and Manipulating the Personality Traits of Language Models. Graham Caron et al.
arXiv. [paper]

3.2 Environment for Agent Society

3.2.1 Text-based Environment

[2023/08] Hoodwinked: Deception and Cooperation in a Text-Based Game for Language Models. Aidan
O’Gara (University of Southern California) et al. arXiv. [paper] [code]
[2023/03] CAMEL: Communicative Agents for "Mind" Exploration of Large Scale Language Model
Society. Guohao Li (King Abdullah University of Science and Technology) et al. arXiv. [paper] [code]
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Technology) et al. arXiv. [paper]
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Research) et al. IJCAI. [paper] [code]

3.2.2 Virtual Sandbox Environment
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